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Numerical studies of ion focusing behind macroscopic obstacles in a supersonic plasma flow
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We study the potential and plasma density variations around a solid object in a plasma flow, emphasizing
supersonic flows. These objects can be dust grains, for instance. Conducting as well as insulating materials are
considered. In a streaming plasma, a dust grain develops an electric dipole moment, which varies systemati-
cally with the relative plasma flow. The strength and direction of this dipole moment depends critically on the
material. The net charge together with the electric dipole associated with the dust grains gives rise to electric
fields, which affects the trajectories of nearby charged particles. The perturbation of ion orbits in streaming
plasmas can give rise to a focusing of ions in the wake region facing away from the plasma flow. We study the
parameter dependence of this ion focus. Our simulations are carried out in two spatial dimensions by a
particle-in-cell code, treating ions and electrons as individual particles.
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I. INTRODUCTION

The potential distributions surrounding solid objects, such
as dust grains, in plasmas depend critically on the plasma
conditions [1]. In thermal equilibrium we find the standard
electrostatic Debye shielding. When the grains are exposed
to a streaming plasma the conditions can change signifi-
cantly. One conspicuous new feature that has been noted is
manifested by a focusing of ions in the region behind the
grain, in the wake facing away from the flow direction [2].
The ion focusing is shown to be the most likely candidate to
explain the vertical alignment of macroscopic dust grains
that are levitated in the sheath region of discharges used in
experiments [3-5]. This nonreciprocal vertical interaction
between dust grains can, under certain conditions, be the
source for an oscillatory instability, which leads to a phase
transition of crystalline dust structures [6]. The other ap-
proach, which concerns the linear response of a collisionless
plasma with the ions flowing around a pointlike dust grain,
shows an oscillatory wake potential behind the dust [7-11].
This analysis can be extended to include dust with a finite
size and anisotropic charge distribution on its surface. It is
shown theoretically that the finite size becomes important for
dust radii comparable to the Debye length, i.e., a=\j [12].
The electric dipole moment will also have a strong influence
on the strength and position of potential extrema [12,13].
The test charge approach used for different electron to ion
temperature ratios, shows that the perturbations in the poten-
tial are stronger for larger ratios [14]. Vertical alignment of
dust grains is generally accepted to be caused by ion focus-
ing, while the ion drag force [15] only modifies this effect
[16,17].

The full problem is in reality far more complicated than
that considered in theoretical approaches. The linear theory
will not hold for highly charged dust grains, when ion trajec-

w.j.miloch@astro.uio.no

1539-3755/2008/77(5)/056408(9)

056408-1

PACS number(s): 52.27.Lw, 52.65.Rr

tories are highly distorted and some of the ions are trapped.
The standard analysis does not include the wake in the
plasma density, which develops due to the plasma flow
around the object of finite size. (We refer to the density wake
as the region in the shadow of the object, where the electron
and ion densities are reduced by more than approximately
50%). Therefore, for the more complete description one
could consider numerical simulations, which can address
nonlinear problems in a consistent way.

Previous numerical works revealed the existence of an ion
focusing region behind an object or a dust grain and studied
this phenomenon for some selected cases and parameters
[18-21]. The ion focusing was also observed in other nu-
merical simulations for charging of individual dust grains or
objects in plasmas, where it was attributed to orbital effects
in the vicinity of the object [15,22,23]. Many numerical
models, which were used in previous studies of the ion fo-
cusing effect, were not fully self-consistent concerning the
charging of the object. The dust grain was represented either
as an object of finite size that was biased at an arbitrarily
chosen potential [18], or by a pointlike grain with a fixed
charge [20,21]. Thus, these simulations could only mimic
conducting objects with some uncertainty for the floating
potential. However, once the finite size effect of the object
becomes important, the disturbance in the plasma induces an
electric dipole moment on the conducting object. This is ob-
served or mentioned already for moderate radii of the object
[23,24]. The charge distribution becomes even more con-
spicuous for insulating objects. Here, it was shown that due
to the flow, an electric dipole moment will develop, which
strongly influences the surrounding plasma [23,25-27].
Since insulating dust grains are often used in laboratory ex-
periments of dusty plasmas, one should consider insulating
dust grains also in simulations. Self-consistent simulations
should also include the stochastic nature of the dust charging
process in plasmas. Therefore, the challenge for numerical
simulations is to mimic the entire charging process. Such a
self-consistent approach was proposed in particle-in-cell
(PIC) simulations for small conducting objects (with the
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charge being uniformly distributed on the surface) [17]. The
issue was also addressed in molecular dynamics simulations
for small conducting grains [19,28,29]. However, due to the
high computational cost of the molecular dynamics simula-
tions, the entire charging process could not be resolved there.
The authors had to specify the initial charge on the dust, and
could run the code only for time intervals of ~0.5 in units of
w;il. For the same reason only a rather small volume close to
the dust grain could be simulated.

In the present paper we present parametric studies of ion
focusing with the PIC code in two spatial dimensions. We
demonstrate the ion focusing for insulating, or alternatively
conducting, objects of different sizes and shapes, and study
the effect for different electron to ion temperature ratios 7y
and for different ion flow velocities v, We simulate the en-
tire charging process for a single object in a collisionless
plasma. We treat electrons and ions as individual particles,
and are thus able to consider the stochastic nature of the
whole charging process within the limitations inherent in the
PIC method.

We should note here that the basic physical features are
the same for two and three dimensional systems, and that our
results can be directly applied, for instance, to elongated ob-
jects placed perpendicular to the plasma flow. Ion focusing
will be stronger for the three dimensional case [18].

II. NUMERICAL CODE

The numerical analysis is carried out by a PIC code. The
basic features of the program are standard, and need not be
discussed in detail here [30]. We mention just briefly some
specific features. Our code is two dimensional, implying for
instance, that circles represent a stick with a circular cross
section, where the axis is perpendicular to the simulation
plane. Other codes [15,22] impose cylindrical symmetries,
and can simulate the plasma flow around a sphere in a for-
mally two dimensional representation. We treat electrons and
ions as individual particles, where some other codes simplify
the problem by considering the electrons as a locally isother-
mal and Boltzmann distributed fluid [22,31]. By this latter
procedure only the ion time scale needs to be considered, but
this simplification is obtained at the expense of a nonlinear
Poisson equation. Such a model does not account for elec-
tron absorption on the surface. In our code, a typical time
step is 0.01/ w,,, to advance the particles on a fixed square
grid, using a standard leapfrog scheme. We do not assume
quasineutrality during the simulations, but we monitor the
overall neutrality of the system. Poisson’s equation is here
solved by a standard iterative Gauss-Seidel method. Ion drag
forces [15] are not considered in the present work.

The problem is analyzed with two boundary conditions
for Poisson’s equation, one at the outer boundaries, where
ions and electrons are injected according to a priori chosen
velocity distributions. Particles are initially also distributed
internally in the simulation area (except for regions occupied
by the dust), according to selected velocity distributions.
Therefore we expect initial transients in the system to occur.
Particles can leave freely across any outer boundary, while
particles are injected at all boundaries, according to the se-
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lected velocity distribution function. The streaming velocity
is parallel to the positive x axis, with a shifted Maxwellian
distribution. Ions and electrons stream with the same average
velocity. Since the flow velocity of our interest is larger than
the ion thermal velocity and much lower than the electron
thermal velocity, it suffices to describe it in terms of the ion
flow velocity v,.

The second inner boundary defines the nature of the indi-
vidual dust grain. For perfect insulators, we assume that a
charged particle hitting the surface remains at that position
for all later times, contributing to the total electric field dis-
tribution. For perfect conductors, the electrostatic potential is
the same for all positions at this boundary, and the electric
field vanishes inside. The dust grain is assumed to be rigid
and massive, i.e., it retains its initial shape and remains im-
mobile for the duration of the simulation. Our simulations
with conducting materials have many properties in common
with related studies of Langmuir probe performance in col-
lisionless plasmas [32,33].

The geometry of our problem is different from the one
considered by others [15,22], so a detailed comparison is
difficult. We note, however, that the Mach cone, which is
expected on theoretical grounds, is more clearly developed in
our simulations. While codes imposing symmetry in the sys-
tem limit the possible shapes of the simulated objects, our
code allows for studies of complex shaped objects, as for
example, elongated objects or plane Langmuir probes. In
particular, our code has been verified by operating it in a
“Langmuir probe mode,” where a fixed potential on the inner
boundary is imposed externally. We here reproduced probe
characteristics for standard conditions, as well as for more
complicated conditions with plane probes embedded in plas-
mas with ion beams [34-36]. Moreover, the code allows
many dust grains to be distributed inside the simulation area,
but for the present analysis we limit the case to only one.
More details concerning our code, with a discussion of the
ion to electron mass ratios and the grid spacing, have been
given elsewhere [23].

For the present study, the code is operated with fixed po-
tentials at all outer boundaries. We use a 200 X 200 grid res-
olution for a simulation area of 50 X 50 in units of A7,,. With
a grid spacing of 0.25 in units of \p,, we can resolve also the
Debye length. Our results are presented in normalized units,
but when initiating the code we introduce physically relevant
parameters, with the exception of the electron to ion mass
ratio. The total Debye length (\};’=\p2+ A}, With \p; denot-
ing the ion Debye length) varies in the present study with the
ion temperature, and is in the range ApE(1.0-4.1)
X 107 m. The electron temperature and the electron Debye
length are fixed at 7,=0.18 eV and \,,=10"* m, respec-
tively. For completely static phenomena the correct length
for the normalizations of the spatial coordinates would be the
total Debye length . For the large streaming velocities rel-
evant in this work, the ions do not contribute effectively to
the shielding of the dust, so we use \p, to normalize the
results. With time resolution of Ar=0.012 in units of w;;, we
avoid that plasma particles move more than one grid cell
within one time step. We use an ion to electron mass ratio of
120, which is large enough to give credibility to our results
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FIG. 1. Illustration of dust shapes considered in the present
study. The small dots show the numerical grid, shapes (a)—(c) are as
close to a circle as possible with the given grid resolution, with
radius: (a) a=2.5\p,, (b) a=1.25\p,, and (c) a=0.625\p,. Shape
(d) is an elongated grain with eccentricity e=13/2, with the major
axis a=1.25\p,.

[23], and run the simulations with the following electron to
ion temperature ratios: y={5,10,20,40,60,80,100}.

We analyze obstacles with four different shapes or sizes.
Three of the obstacles represent a shape as close to being
circular as possible for the dust implementation on the square
mesh in our numerical code [Figs. 1(a)-1(c)]. Their radii are
a=2.5, 1.25, and 0.75 in units of \p,. As an example of an
obstacle with a different shape we have an elongated object
with eccentricity e=v3/2 [Fig. 1(d)]. The obstacles are either
perfectly conducting or perfectly insulating, and are placed
well inside the simulation area.

The plasma density is 7=10' m™2, which we simulate
using approximately 2.5X 10° simulation particles, for both
electrons and singly charged ions. This density corresponds
to n=10" m™ in the three dimensional system, and is typi-
cal for glow or rf discharge plasmas. The electron tempera-
ture is 0.18 eV. Such a temperature is found in the plasma
sheath in rf discharges that are commonly used for dusty
plasma experiments [37]. The electron to ion temperature
ratio in rf discharges may be as large as y=100 in the bulk
plasma [4].

We typically run the code until it reaches steady state
conditions, typically after three ion plasma periods 7; for
subsonic flows. Since the ion flow acts as an energy input to
the system, we are particularly interested in the asymptotic
charging characteristics of dust grains for fast ion flows. For
fast flows we find asymptotic conditions after approximately
nine ion plasma periods. In order to have statistically satis-
factory results, we run our code typically for 12 ion plasma
periods.

III. NUMERICAL RESULTS

We observe focusing of ions in the wake behind the dust
grain in the presence of ion drifts. Vector plots of the average
ion velocity reveal that the ion trajectories are bent toward
the focal region behind the dust grain (see Fig. 2). The bend-
ing is stronger for insulating grains. This is shown in the
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FIG. 2. Averaged ion velocity around an insulating (a) and con-
ducting (b) dust grain with a shape given by Fig. 1(b). The arrows
show the average ion velocity per simulation cell (averaged over
1.5 ion plasma periods 7;). The electron to ion temperature ratio is
v=40, and ion drift velocity v,=1.5 in units of C,. The ion density
has a spatial variation, which gives V- (n;u;)=0, consistent with the
continuity equation for stationary conditions.

x—uv phase space plots for the ions in Fig. 3. The phase space
plots refer to ions located within a narrow slice of the simu-
lation area. The width of the slice is equal (width 2.5 in units
of N\p,) to the diameter of the dust. The slice is centered on
the dust and oriented along the x axis. The ion flow is in the
positive x direction, and the center of the dust grain is lo-
cated at x=12.5 in units of Ap,. In the wake behind the
insulating dust grain, there is a significant number of ions
that have the velocity component v, parallel to the ion drift
ranging from zero to approximately the average ion drift ve-
locity v, The strong bending of the ion trajectories behind
the dust is most visible in the velocity component v,, per-
pendicular to the drift. Here, the ions that are closest to the
dust are nearly grazing its surface and have speeds close to
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FIG. 3. The x—v, and x—v, phase space plots for a plasma with
ion drift velocity v,=1.5 in units of C; for perfectly insulating (a)
and perfectly conducting (b) dust grains with the shape given by
Fig. 1(b). The plots correspond to an average over a narrow slice of
the simulation box along the x axis. The slice has a width of 2.5\,
and goes through the center of the dust. The center of the grain is at
x=12.5\p,, and its radius is 1.25\p,. The electron to ion tempera-
ture ratio here is y=40.

the ion drift velocity. These ions correspond to the peak ve-
locities observed just behind the dust grain in the x—v, plot.

For the conducting dust the corresponding peak velocities
are smaller than for the insulator (see Fig. 3). There are also
much fewer particles with small parallel velocity compo-
nents v,. Thus, for the conducting dust, the ion focusing is
weaker and the focal region is wider. Far from the object
both cases appear similar. The velocity component v, per-

35E 2.0

— — 16

2 &

5 5

@ 25 o 12

2 55 2

> 2

> < 09
15 0.5

x [units of Ag]

FIG. 4. (Color) Averaged ion density n; for a plasma with ion
flow velocity v,;=2.5 in units of C; for an insulating dust with the
shape given by Fig. 1(c). The densities are averaged over 1.5 7; at
the end of the simulations. The electron to ion temperature ratio is
y=80. The white region represents density ratios n;/n;y<<0.5. The
ion drift is in positive x direction.
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FIG. 5. (Color) Averaged ion density n; for a plasma with ion
flow velocity v,=2.5C; for a conducting dust with the shape given
by Fig. 1(c). The densities are averaged over 1.57; at the end of the
simulations. The electron to ion temperature ratio is y=_80.

pendicular to the ion flow is still significant, with a pro-
nounced symmetry with respect to the x axis in the x-v,
plot.

To substantiate the foregoing discussion we present plots
of time averaged ion densities for insulating as well as con-
ducting objects. The ion focusing is strong behind the insu-
lating dust, where we find a distinct peak in the ion density
(see Fig. 4). This peak in density is more pronounced than
the corresponding one behind the conducting dust, as shown
in Fig. 5. For the latter case, we often notice an oscillatory
pattern in ion density along the ion flow (see Fig. 6). For the
insulator, such a pattern is probably dominated by the strong
ion focusing. For both insulating and conducting grains we
observe Mach cones in the ion density, for Mach numbers
M > 1, consistent with previous simulations [23].

To quantify our results, we introduce a number of param-
eters defined in Fig. 7. We refer to the total ion focusing
strength n, as the maximum peak in the ion density with
respect to the undisturbed ion density. Similarly, we intro-
duce the relative ion focusing strength n,. The focusing
strengths n; and n, depend on both the ion drift v, and the
electron to ion temperature ratio y. There is little focusing
for a subsonic flow. For increasing supersonic flows the fo-
cusing strengths n, and n, have a maximum and then de-
crease again. Grains with a radius larger than \p, have the
maximum around M =2. For grains with a <\p,, the maxi-

n, [units of n,]

20 30 40 50
x [units of A
FIG. 6. Averaged ion density n; for a plasma with ion flow
velocity v,=2.5C; for a conducting dust with the shape given by
Fig. 1(c). The densites are averaged over 1.57; at the end of the

simulations. The electron to ion temperature ratio is y=80. The
figure shows the density along the x axis, at y=25 in units of \p,.
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FIG. 7. Definition of parameters used for quantifying the simu-
lation results. The vertical dashed line shows the rear edge of the
dust grain.

mum occurs at M=1.5. The extremum is more conspicuous
for these grains than for larger grains (see Fig. 8), with the
corresponding decrease for larger Mach numbers also being
more pronounced. The irregularities of the curves are a mea-
sure of the uncertainities on the estimates here and in the
following. The total focusing strength n, increases systemati-
cally with y. For y=5 the maxima of the total focusing
strength are weak and reach ny~n;, while for y=100 the
maxima are much more pronounced. For smaller grains
a<\p,, the total focusing strength reaches up to n,~3n;
(see Fig. 9).

We do not observe ion focusing behind conducting grains
with radii a =2.5\p,. For medium and small size conducting
grains, the total focusing strength reaches a saturation level
at approximately n,~n; already for M=1. This saturation
level depends only slightly on . We studied ion focusing
behind conducting dust grains with shape given by Fig. 1(c)
as a function of ion drift velocity for different electron to ion
temperature ratios . Here the ion focusing is strongest for
M =1 and for high v, which is revealed by the maximum in
the relative focusing strength n,. The focusing strength is
approximately half the corresponding value observed for in-
sulators.

[units of ny]

Ny

Ve [units of C,]

FIG. 8. The total ion focusing strength n; behind insulating dust
grains of different size as a function of ion drift velocity. For con-
venience we plot results only for electron to ion temperature ratios
y=5 and y=100.
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FIG. 9. The total ion focusing strength n; behind insulating dust
grains with shape given by Fig. 1(c) as a function of ion drift
velocity for different electron to ion temperature ratios 7.

A high relative focusing strength n, is characteristic for
highly concentrated focal regions, i.e., small full width at
half height w, as defined in Fig. 7. For higher Mach numbers
we observe a decrease in the relative focusing strength n, for
both conducting and insulating grains (Fig. 10). For insula-
tors this decrease is observed together with the elongation of
the focal region w. Such an elongation of the focal region is
not so pronounced behind conductors, due to smaller total
focusing strength n, and the oscillatory component, which
we already mentioned.

Another interesting parameter is the distance d between
the maximum of the focusing and the surface of the dust (see
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FIG. 10. The relative ion focusing strength n, behind insulating
and conducting dust grains with shape given by Fig. 1(c) as a func-
tion of ion drift velocity for different electron to ion temperature
ratios .
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FIG. 11. The distance d between the rear of the dust grain and
the peak for ion focusing behind insulating dust grains with shapes
given by Fig. 1(a) and by Fig. 1(c) as a function of ion drift velocity
for different electron to ion temperature ratios 7.

Fig. 7). For the given range of velocities v, the value of d is
between 1-9\p, for insulators. There is no apparent depen-
dence on the radius of the dust (see Fig. 11). We find that d
depends slightly on the parameter 7y, being smaller for larger
temperature ratios. We do not find that d scales as \p; or \p,
which confirms that supersonic ions do not effectively con-
tribute to the shielding of the dust grain [10]. The slight
dependence on vy reflects the mobility of ions in the direction
perpendicular to the flow, i.e., cold ions nearly grazing the
surface will be focused, while parts of the corresponding
warmer ions will be lost on the dust surface. This suggests
that the position of the maximum is an orbital effect related
to the wake formation behind the dust. For conductors, we
find the corresponding values of d to increase by approxi-
mately a scaling factor 1.5-2 (see Fig. 12). As compared to
Fig. 11, the variations in d have a larger scatter when 7y is
varied and when the size of the dust grain is changed. Apart
from the difference in scaling factor mentioned before, we
find that the d-parameter variations in Figs. 11 and 12 are
similar.

For a model calculation of a cylindrical object by using

x [units of Ag]

FIG. 13. (Color) Potential variation for a plasma with ion flow
velocity v,=2.5 in units of C around an insulating dust with the
shape given by Fig. 1(c). The potentials are averaged over 1.57; at
the end of the simulations. The electron to ion temperature ratio is
y=100. Only potentials close to the plasma potential ®,=0 are
colored. Potential is normalized with the floating potential ® ;<0
consistent with our previous results [23]. The ion drift is in the
positive x direction.

ply a typical ion deflection distance being between zero and
the sheath thickness, which is of the order of Aj,. In reality
the wake behind the dust is breaking the cylindrical symme-
try, and the focusing distance is enhanced, in particular, for
conducting objects.

We observe a weak but stationary enhancement in the
potential, with the maximum corresponding to the ion focal
region (see Figs. 13 and 14). The potential enhancement is
stronger for insulating grains. In particular, we find here the
strongest potential enhancement directly behind the grain,
and two weaker slopes on the sides, further down from the
ion focus, that correspond to ions streaming out from the
focal region. For both insulators and conductors, we find
fluctuating potentials in the wake of the dust, but these fluc-
tuations diminish upon averaging. The remaining dominant
feature is the enhanced potential in the focal region. For
supersonic ion drifts we observe a Mach cone in the poten-

. . . [ Al
standard orbit theory [38], the cylindrical symmetry will im- 0-18
—_ — 0.12
£ &
8- 7 =2 ; S k)
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=0 | 723 A = g
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P > ®  0.00
o O -0.06
x [units of Ag]
0 e
0 5 FIG. 14. (Color) Potential variation for a plasma with ion flow

v, [units of C,]

FIG. 12. The distance d between the rear of the dust grain and
the peak for ion focusing behind conducting dust grains with shapes
given by Fig. 1(b) and by Fig. 1(c) as a function of ion drift velocity
for different electron to ion temperature ratios .

velocity v;=2.5 in units of C; around a conducting dust with the
shape given by Fig. 1(c). The potentials are averaged over 1.57; at
the end of the simulations. The electron to ion temperature ratio is
y=100. Only potentials close to the plasma potential P ;=0 are
colored. Potential is also normalized here with the floating potential
® ;<0 consistent with our previous results [23].
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tial. The Mach cone is more pronounced behind insulators.
For this case, we observe also a second cone with the source
directly behind the grain. The spatial extent of the first one,
which is due to the supersonic flow around the dust grain, is
reduced by the ions streaming out from the focal region.

IV. DISCUSSION AND CONCLUSIONS

The charging of dust grains in streaming plasmas have
been studied by numerical methods using a PIC code. Par-
ticular attention was given to conditions where ion focusing
could be observed at supersonic plasma flows. In previous
studies, we also analyzed solid obstacles placed in streaming
plasmas. In that analysis we used relatively modest tempera-
ture ratios 7,/T;=5 and found that ion focusing was only
marginally observed for insulators and not at all for conduc-
tors [23]. For this reason, we use enhanced temperature ra-
tios in the present analysis, keeping in mind that a ratio vy as
large as 100 may have physical or practical relevance [4].

For insulators, the electric fields in the vicinity of the dust
grain will be enhanced relative to the corresponding case of a
conducting grain. The ion trajectories are strongly deflected.
For a conductor, on the other hand, the short-circuiting effect
will reduce the strength of the corresponding local electric
fields, with the corresponding ion trajectories being less per-
turbed. This feature will be the same for circular and elon-
gated grains. The electron pressure gradient at the density
depletion associated with the wake gives rise to ambipolar
electric fields, which will then deflect the ions to form an ion
focus at a larger distance from the grain surface. The width
of the focusing region w in Fig. 7 is consequently also larger.
For large size conductors, we expect that it is just as much
the wake depletion that controls the ion focusing, contrary to
an insulator, where the dominant effect is due to the charge
and dipole moment associated with the dust grain itself. Con-
sistently with this observation, we expect that the difference
between insulators and conductors should diminish as we
reduce the size of the dust, thereby reducing the wake den-
sity depletion. Consequently, the distance d should diminish
with the dust size for conductors but be only slightly affected
for insulators: we indeed observe these features.

Taking an elongated conducting dust [Fig. 1(d)], with its
longer axis being parallel to the ion drift, we find that for
small drift velocities many ions get deflected as soon as they
come close to the dust, and become absorbed at the surface.
This absorption will become relatively less important as the
flow velocity is increased. We observe the consequences of
this feature as an absence of a local maximum of the focus-
ing strength n, around M =1 for elongated grains, while this
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FIG. 15. The charge distribution ¢ on the insulating (a) and
conducting (b) dust grains given by Fig. 1(c) in a flowing plasma
with v,;=2.5 in units of C; for the electron to ion temperature ratio
y=80. The charge is normalized by the two dimensional elementary
charge go=e[n;]"". The abscissa corresponds to the angle between
the half-line going from the center of the grain in the direction of
the flow and the line connecting the center and the surface of the
dust grain, so that @=180° corresponds to the point directly facing
the plasma flow.

local maximum can be clearly observed for circular grains of
similar transverse diameter.

In order to illustrate the charge distribution on the surface
of the dust particles, we show results for a circular particle in
Fig. 15. The abscissa on both figures gives the angle between
the half-line going from the center of the grain in the direc-
tion of the flow and the line connecting the center and the
surface of the dust grain, so that «=180° corresponds to the
point directly facing the plasma flow. The distribution of the
bars appears irregular because we have to represent the circle
on a square mesh. We note a pronounced difference between
insulators and conductors, predominantly in the region fac-
ing the plasma flow. The asymmetry in the charge distribu-
tion is due to the statistical scatter in the charges on the
surface elements.

It has been shown before [23] that a significant electric
dipole moment develops on the insulating dust in the pres-
ence of ion drifts. We do not find any significant correlation
between the ion focusing strength and the total electric di-
pole moment on the dust. We do, however, find good corre-
lation between the total charge on the dust and the ion focus-
ing strength for insulators, in particular. In Table I we present

TABLE 1. The coefficient p; for the linear least-squares fit ny=p;q,,+p, for insulating and conducting
dust grains with the shape given by Fig. 1(c). Only supersonic velocities were considered. The relative
uncertainty dp;/p; is for both cases of the order of 10% for y=10 and 30% for y=5.

Yy 5 10 20 40 60 80 100
p1. insulator 4.1 9.0 12.9 19.8 27.0 27.7 38.3
p1, conductor 6.1 1.1 1.5 23 2.5 2.7 1.8
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the results of a linear least-squares fit for ny=p,q,,+p,. We
considered both insulating and conducting grains. The linear
fit is done for supersonic ion velocities for dust grains with
shape given by Fig. 1(c). By varying the flow velocity we
vary the charge on the dust, i.e., the changes in the dust
charge originate from the corresponding changes in the ion
flow. The total charge ¢,,, was normalized with

KTE M R K](R/)\D)
Qo=—mey— | In{ — |+ 1 | ——— . (1)
e 27m )\D K()(R/)\D)

where R is a radius of the grain, and K, and K, are modified
Bessel functions [23]. Note that Qg in Eq. (1) changes with vy
due to the presence of N\, as defined before. In general, the
ion focusing strength is directly proportional to the total
charge on the dust. For the insulators, the proportionality
constant p; depends on the temperature ratio y being larger
for increasing y. For small 7; (and thus for large 7), the ion
focusing region will be more concentrated, because of the
reduced spread in ion thermal motion.

The proportionality constant p; is consistently smaller for
larger objects (these results are not shown here). This is due
to the lower local charge density on the shadow side for this
case. For macroscopic insulating objects, most of the total
charge will be localized on the shadow side. This will result
in a complex potential distribution, which will lead to par-
ticularly strong electric fields. For conductors the proportion-
ality constant p; is approximately one order of magnitude
lower than for insulators. There is also no clear dependence
on the temperature ratio 7y in this case. This again confirms
that the charge distribution on the equipotential surface can-
cels strong electric fields, and that in this case the focusing is
governed mainly by the ambipolar diffusion. We conclude
that the macroscopic charge distribution on the insulating
surface is crucial for the ion focusing. Here, the anisotropy in
the dust charging process is important, but the focusing
strength 1, does not depend on the magnitude of the resulting
electric dipole moment of the whole grain. A representation
using only a point charge and an electric dipole is inadequate
for explaining our observations. The range of variations in
the net charge on the dust grain in the present study is not
sufficiently large to reach the possible saturation of the wake
properties predicted by some studies [39].

The observed weak and stationary potential enhancements
are consistent with previous simulations [18,19]. Such poten-
tial enhancements behind the dust grain can attract other dust
grains and lead to the formation of vertical chains, which
were observed in experimental devices [3,40]. We note here
again that we expect this enhancement to be stronger in a
three dimensional analysis. Our simulations were 25 times
longer than previous molecular dynamics simulations, but
we did not observe oscillating wake fields associated with
the ion acoustic wake [9,10], seemingly because the linear
response analysis is not appropriate in our case.

For supersonic velocities we observe the development of
a Mach cone in potential as well as in electron and ion den-
sities. For strong ion focusing we find that the focal region
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may trigger another perturbation so that the ion focus can
serve as a source for a secondary Mach cone. Consequently,
we can observe two cones behind an insulating object (see
Fig. 13). For conductors, the ion focusing is usually too weak
to be the source for a secondary cone. The focal region is
less concentrated in this case.

The ions streaming out from the focal region have a sig-
nificant velocity component perpendicular to the average
drift, as seen from Fig. 3. The ion flow with a perpendicular
velocity component has been mentioned as a possible expla-
nation for the stationary off-axis alignment of a dust grain in
the wake of the other dust, when the separation between
grains is large enough [5]. Here, we refer to the axis as the
line going through the first grain in the direction of the av-
erage ion drift. The dust grains used in the experiments [5]
were made of melamine, and thus the analysis for the insu-
lating obstacle is relevant here. The streaming ions lead to
enhanced ion density and potential regions that are located
off axis (see Figs. 4 and 13). This, together with the net
momentum transfer due to ion-dust collisions, could act to
keep the second dust grain slightly off axis when it is located
in the wake of the first grain further down from the ion focus.
For a negatively charged second dust grain, the resulting
potential would have two stable extrema off axis, and the
unstable extremum directly behind the first grain.

If we analyze particles with irregular surfaces (as in a
previous study [23]), we observe irregular charge distribu-
tions on the surface. The surrounding electric field will give
rise to a net torque on the particle, which will begin to rotate
in the flow. Conservation of momentum is obtained when
both the dust-grain and the plasma particles are taken into
account. When the particle turns, it will also change the sur-
face distribution of charge. Because of the large inertia of the
dust particles, the short time duration of our simulations pro-
hibits a detailed analysis of this process, which will be dis-
cussed in a different context. For the idealized symmetric
dust grains studied in the present work, this phenomenon is
not present. In reality, a small angular rotation can be ex-
pected even for strictly symmetrical bodies, because the sur-
face charge distribution has a random component, which can
be unsymmetrical (see, for instance, Fig. 15).

To summarize, there is a significant difference in the ion
focusing behind the insulating and conducting grains of finite
size that reflects the differences in the local charge density on
the rear of the grain. In general, the ion focusing is stronger
for colder ions, and will result in a locally enhanced potential
behind the grain. The finite size effects and highly charged
dust break the basic assumptions of the linear response
theory. Therefore, one should be cautious when comparing
the observations summarized here with potential or plasma
density variations predicted by linear response theory, as ap-
plied for pointlike objects in other related studies [8—10,14].
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